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Abstract: In this paper, we study a model of hypotheses testing consisting of two
simple homogeneous stationary Markov chains with a finite number of states such that
having different distributions from L ≥ 2 possible transition probabilities. The matrix
of all possible pairs of asymptotical interdependence of the error probability exponents
for logarithmically asymptotically optimal testing is determined. For this aim, we ap-
ply the method of type and large deviation techniques.
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1 Introduction
Applications of information-theoretical methods in mathematical statistics are reflected
in the monographs by Kullback (1959), Csiszár and Körner (1981), Blahut (1987),
Csiszár and Shields (2004), Gutman (1989), Navaei (2007), Navaei and Akbari (2021).

Many papers have been devoted to the study of exponential decrease, as the sample
size N goes to infinity, of the error probabilities α

(N)
1 of the first kind and α

(N)
2 of

the second kind of the optimal tests for two simple statistical hypotheses. Similar
problems for Markov dependence of experiments were investigated by Natarajan (1985),
Haroutunian (1988), Haroutunian et al. (2007), Gutman (1989), Navaei (2010), and
others. In the book of Csiszár and Shields (2004) different asymptotic aspects of two
hypotheses testing for independent identically distributed observations are considered
via the theory of large deviations.
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Ahlswede and Haroutunian (2006) formulated an ensemble of problems on multiple
hypotheses testing for many objects and on the identification of hypotheses under
the reliability requirement. The problem of many (L > 2) hypotheses testing on
distributions of independent observations is studied in Navaei (2007) and Navaei (2010)
via large deviations techniques (LDT ).

In this paper, we investigate a model with two simple homogeneous stationary
Markov chains with a finite number of states that having different distributions from
L ≥ 2 possible transition probabilities. In Section 2 we introduce the concept of the
Markov chain and the method of type and in Section 3, we apply the result from Section
2 for hypotheses testing.

2 Preliminaries
Let y = (y0, y1, y2, . . . , yN ), yn ∈ Y = {1, 2, . . . , I}, y ∈ YN+1, N = 0, 1, 2, . . . , be a
vectors of observations of a simple homogeneous stationary Markov chain with finite
number I of states. The l = 1, 2, ...., L = 1, L hypotheses concern the irreducible
matrices of the transition probabilities

Pl = {Pl(j|i), i = 1, I, j = 1, I}, l = 1, L.

The stationarity of the chain provides existence for each l = 1, L of the unique station-
ary distribution Ql = {Ql(i), i = 1, I}, such that∑

i

Ql(i)Pl(j|i) = Ql(j),
∑
i

Ql(i) = 1, i = 1, I, j = 1, I.

We define the joint distributions

Ql ◦ Pl = {Ql(i)Pl(j|i), i = 1, I, j = 1, I}, l = 1, L.

Let us denote D(Q ◦ P∥Ql ◦ Pl) Kullback-Leibler divergence

D(Q ◦ P∥Ql ◦ Pl) =
∑
i,j

Q(i)P (j|i)[logQ(i)P (j|i)− logQl(i)Pl(j|i)]

= D(Q∥Ql) +D(Q ◦ P∥Q ◦ Pl),

of the distribution
Q ◦ P = {Q(i)P (j|i), i = 1, I, j = 1, I},

with respect to distribution Ql ◦ Pl where

D(Q∥Ql) =
∑
i

Q(i)[logQ(i)− logQl(i)], l = 1, L.

Let us name the second order type of vector y the square matrix of I2 relative frequen-
cies {N(i, j)N−1, i = 1, I, j = 1, I} of the simultaneous appearance in y of the states
i and j on the pairs of neighbour places. It is clear that

∑
ij N(i, j) = N . Denote
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by T N
Q◦P the set of vectors from YN+1 which have the second order type such that for

some joint PD Q ◦ P

N(i, j) = NQ(i)P (j|i), i = 1, I, j = 1, I.

The set of all joint PD Q ◦ P on Y is denoted by Q ◦ P(Y) and the set of all possible
the second order types for joint PD Q◦P is denoted by Q◦PN (Y). Note that if vector
y ∈ T N

Q◦P , then ∑
j

N(i, j) = NQ(i), i = 1, I,

∑
i

N(i, j) = NQ′(j), j = 1, I,

for somewhat different from PD Q′, but in accordance with the definition of N(i, j) we
have

|NQ(i)−NQ′(i)| ≤ 1, i = 1, I,

and then in the limit, when N → ∞, the distribution Q coincides with Q′ and may be
taken as stationary for conditional PD P :∑

i

Q(i)P (j|i) = Q(j), j ∈ Y .

The probability of vector y ∈ YN+1 of the Markov chain with transition probabilities
Pl and stationary distribution Ql, is the following

Ql ◦ PN
l (y) ≜ Ql(y0)

N∏
n=1

Pl(yn|yn−1), l = 1, I,

Ql ◦ PN
l (A) ≜

∪
y∈A

Ql ◦ PN
l (y), A ⊂ YN+1.

Note that for l = 1, L the probability of y from T N
Q◦P can be written as

Ql ◦ PN
l (y) = Ql(y0)

∏
i,j

Pl(j|i)NQ(i)P (j|i).

Note also that if Q ◦ P is absolutely continuous relative to Ql ◦ Pl, then from Csiszár
(1998), Haroutunian et al. (2007) we have:

Ql ◦ PN
l (T N

Q◦P ) = exp{−N(D(Q ◦ P∥Q ◦ Pl)) + o(1)},

where

o(1) = max(max
i

|N−1 logQl(i)| : Ql(i) > 0),

(max
i

|N−1 logQl(i)| : Ql(i) > 0) → 0, when N → ∞.
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and also according Csiszár (1998), Haroutunian et al. (2007) this is not difficult to
verify taking into account that the number |T N

Q◦P | of vectors in T N
Q◦P is equal to

exp{−N(
∑
i,j

Q(i)P (j|i) logP (j|i)) + o(1)}.

In the next section we use the results of this section for the case of L ≥ 2 Hypotheses
logarithmically asymptotically optimal (LAO) testing.

3 Problem statement and formulation of results
Let Y1 and Y2 be random variables (RV) taking values in the same finite set Y with
one of L PDs. Let

(y1,y2) = ((y10 , y
2
0), . . . , (y

1
n, y

2
n), . . . , (y

1
N , y2N )), yi ∈ Y , i = 1, 2, n = 0, N,

be a sequence of results of N + 1 independent observations of a simple homogeneses
stationary Markov chain with finite number I of states. The goal of the statistician is
to define which joint of distributions corresponds to observed sample (y1,y2), which
we denote by ϕN . For this model the vector (Y1, Y2) can have one of L(L − 1) joint
probability distributions Q

′

l1,l2
◦ P ′

l1,l2
(y1,y2), l1 ̸= l2, l1, l2 = 1, L where

Q
′

l1,l2 ◦ P
′

l1,l2(y1,y2) = Q
′

l1 ◦ P
′

l1(y1)Q
′

l2 ◦ P
′

l2(y2).

We can take (Y1, Y2) = X, Y×Y = X and x = (x0, x1, x2, . . . , xN ), xn ∈ X , x ∈ XN+1,
where xn = (y1n, y

2
n), n = 0, N, then we will have L(L − 1) new hypotheses for one

object.

Q
′

1,2 ◦ P
′

1,2(y1,y2) = Q1 ◦ P1(x), Q
′

1,3 ◦ P
′

1,3(y1,y2) = Q2 ◦ P2(x), . . . ,

Q
′

1,L ◦ P
′

1,L(y1,y2) = QL−1 ◦ PL−1(x), Q
′

2,1 ◦ P
′

2,1(y1,y2) = QL ◦ PL(x),

Q
′

2,3 ◦ P
′

2,3(y1,y2) = QL+1 ◦ PL+1(x), . . . , Q
′

2,L ◦ P
′

2,L−1(y1,y2) = Q2(L−1) ◦ P2(L−1)(x)

..........................................., ..........................................., . . . , ..........................................

..........................................., ..........................................., . . . , ..........................................

Q
′

L,1 ◦ P
′

L,1(y1,y2) = Q(L−1)(L−1)+1 ◦ P(L−1)(L−1)+1(x), . . . , . . . ,

Q
′

L,L−1 ◦ P
′

L,L−1(y1,y2) = QL(L−1) ◦ PL(L−1)(x)

and thus we have brought the original problem to the identification problem for one
object of observation of Markov chain with finite number of states with M = L(L− 1)
hypotheses.

Now, according non-randomized test ϕN (x) accepts one of the hypotheses Hl, l =
1, L(L− 1) on the basis of the trajectory x = (x0, x1, . . . , xN ) of the N+1 observations.
Let us denote α(N)

l|m (ϕN ) the probability to accept the hypothesis Hl under the condition
that Hm, m ̸= l, is true. For l = m we denote α

(N)
m|m(ϕN ) the probability to reject the

hypothesis Hm. It is clear that

α
(N)
m|m(ϕN ) =

∑
l ̸=m

α
(N)
l|m (ϕN ), m = 1, L(L− 1). (1)
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This probability is called the error probability of the m-th kind of the test ϕN . The
quadratic matrix of (L(L − 1))2 error probabilities {α(N)

l|m (ϕ), m, l = 1, L(L− 1)}
sometimes is called the power of the tests. To every trajectory x the test ϕN puts
in correspondence one from L(L − 1) hypotheses. So the space XN+1 will be di-
vided into L(L − 1) parts, GN

l = {x, ϕN (x) = l}, l = 1, L(L− 1), and αN
l|m(ϕN ) =

Qm ◦ Pm(GN
l ), m, l = 1, L(L− 1). We study the matrix of “reliabilities”,

El|m(ϕ) = lim
N→∞

− 1

N
logαl|m(ϕN ), m, l = 1, L(L− 1). (2)

According (1) and (2) it follows that

Em|m = min
l ̸=m

El|m.

E(ϕ) =


E1|1 . . . E1|m . . . E1|L(L−1)

...
...

...
El|1 . . . El|m . . . El|L(L−1)

...
...

...
EL(L−1)|1 . . . EL(L−1)|m . . . EL(L−1)|L(L−1)

 .

Definition 3.1. The test sequence Φ∗ = (ϕ1, ϕ2, . . .) is called LAO if for given family
of positive numbers E1|1, . . . , EL(L−1)−1|L(L−1)−1, the reliability matrix contains in
the diagonal these numbers and the others remained its components take the maximal
possible values.

Let P = {P (j|i)} be a irreducible matrix of transition probabilities of some sta-
tionary Markov chain with the same set X of states, and Q = {Q(i), i = 1, I} be the
corresponding stationary PD.

For given family of positive numbers E1|1, E2|2, . . . , EL(L−1)−1|L(L−1)−1, let us de-
fine the decision rule ϕ∗ by the sets

Rl≜{Q ◦ P : D(Q ◦ P∥Q ◦ Pl) ≤ El|l, D(Q∥Ql) < ∞}, l = 1, L(L− 1)− 1,(3)
RL(L−1)≜{Q ◦ P : D(Q ◦ P∥Q ◦ Pl) > El|l, l = 1, L(L− 1)− 1},

RN
l ≜Rl ∩Q ◦ PN (X ), l = 1, L(L− 1).

and introduce the functions:

E∗
l|l(El|l) ≜ El|l, l = 1, L(L− 1)− 1, (4)

E∗
l|m(El|l) = inf

Q◦P∈Rl

D(Q ◦ P∥Q ◦ Pm), m = 1, L(L− 1), l ̸= m, l = 1, L(L− 1)− 1,

E∗
L(L−1)|m(E1|1, . . . , EL(L−1)−1|L(L−1)−1) ≜ inf

Q◦P∈RL(L−1)

D(Q ◦ P∥Q ◦ Pm),

m = 1, L(L− 1)− 1,

E∗
L(L−1)|L(L−1)(E1|1, . . . , EL(L−1)−1|L(L−1)−1) ≜ min

l=1,L(L−1)−1
E∗

l|L(L−1).

We cite the statement of the general case of large deviation result for types by Natarajan
Natarajan (1985).
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Theorem 3.2. Let X = {1, 2, . . . , I} be a finite set of the states of the stationary
Markov chain possessing an irreducible transition matrix P and A be a nonempty
and open subset or convex subset of joint distributions Q ◦ P and Qm is stationary
distribution for Pm, then for the type Q ◦ P (x) of a vector x from Qm ◦ Pm on X :

lim
N→∞

− 1

N
logQm ◦ PN

m {x : Q ◦ P (x) ∈ A} = inf
Q◦P∈A

D(Q ◦ P∥Q ◦ Pm).

Notice that using lemma from Ahlswede and Haroutunian (2006), for joint proba-
bility distributions D(Q

′

l1,l2
◦ P ′

l1,l2
∥Q′

m1,m2
◦ P ′

m1,m2
) it is clear that: When mi, li =

1, L, i = 1, 2, m1 ̸= m2, l1 ̸= l2, we have

D(Q
′

l1,l2 ◦ P
′

l1,l2∥Q
′

m1,m2
◦ P

′

m1,m2
) = D(Q

′(1)
l1

◦ P
′(1)
l1

∥Q
′(1)
m1

◦ P
′(1)
m1

)

+D(Q
′(2)
l2

◦ P
′(2)
l2

∥Q
′(2)
m2

◦ P
′(2)
m2

),

and for mi ̸= li, mL−i = lL−i, i = 1, 2,

D(Q
′

l1,l2 ◦ P
′

l1,l2∥Q
′

m1,m2
◦ P

′

m1,m2
) = D(Q

′(i)
li

◦ P
′(i)
li

∥Q
′(i)
mi

◦ P
′(i)
mi

).

Now we formulate the theorem from Haroutunian (1988), which we prove by application
of Theorem 3.2.

Theorem 3.3. Let X be a fixed finite set, and P1, · · · , PL(L−1) be a family of distinct
distributions of a Markov chain. Consider the following conditions for positive finite
numbers E1|1, · · · , EL(L−1)−1|L(L−1)−1 :

0 < E1|1 < min[D(Qm ◦ Pm∥Qm ◦ P1), m = 2, L(L− 1)], (5)
. . . . . . . . . . . . . . . . . . . . . . . .

0 < El|l < min[minE∗
l|m(Em|m)

m=1,l−1
,minD(Qm ◦ Pm∥Qm ◦ Pl)m=l+1,L(L−1)

],

l = 2, L(L− 1)− 1.

Two following statements hold:
a) if conditions (5) are verified, then here exists a LAO sequence of tests ϕ∗, the
reliability matrix of which E∗ =

{
E∗

l|m(ϕ∗)
}

is defined in (4), and all elements of it
are positive,
b)even if one of conditions (5) is violated, then the reliability matrix of an arbitrary test
having in diagonal numbers E1|1, · · · , EL(L−1)−1|L(L−1)−1 necessarily has an element
equal to zero (the corresponding error probability does not tend exponentially to zero).

Proof. First we remark that D(Q ◦ Pl∥Q ◦ Pm) > 0, for l ̸= m, because all measures
Pl, l = 1, L(L− 1), are distinct. Let us prove the statement a) of the theorem 3.3 about
the existence of the sequence corresponding to a given E1|1, · · · , EL(L−1)−1|L(L−1)−1

satisfying condition (5). Consider the following sequence of tests ϕ∗ given by the sets

BN
l =

∪
Q◦P∈RN

l

T N
Q◦P (x), l = 1, L(L− 1). (6)
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Notice that on account of condition (5) and the continuity of divergence D for N
large enough the sets RN

l , l = 1, L(L− 1) from (3) are not empty. The sets BN
l , l =

1, L(L− 1), satisfy conditions :

BN
l

∩
BN
m = ∅, l ̸= m,

L(L−1)∪
l=1

BN
l = XN .

Now let us show that, exponent El|m(ϕ∗) for sequence of tests ϕ∗ defined in (6) is
equal to E∗

l|m. We know from (3) that Rl, l = 1, L(L− 1)− 1, are convex subset and
RL(L−1)−1 is open subset of the decision rule of ϕ∗, therefore Rl, l = 1, L(L− 1), satisfy
in condition of Theorem 1. With relations (3), (4), by Theorem 3.2 we have

lim
N→∞

− 1

N
logαN

l|m(ϕ∗) = lim
N→∞

− 1

N
logQm ◦ PN

m (Rl) = inf
Q◦P∈Rl

D(Q◦P∥Q◦Pm). (7)

Now using (2) and (7) we can write

El|m(ϕ∗) = inf
Q◦P∈Rl

D(Q ◦ P∥Q ◦ Pm) m, l = 1, L(L− 1).

Using (7), (3) and (4) we can see that all E∗
l|m are strictly positive. The proof of part

(a) will be finished if one demonstrates that the sequence of the tests ϕ∗ is LAO, that
is for given finite E1|1, · · · , EL(L−1)−1|L(L−1)−1 for any other sequence of tests ϕ∗∗

E∗
l|m(ϕ∗∗) ≤ E∗

l|m(ϕ∗), m, l = 1, L(L− 1).

Let us consider another sequence of tests ϕ∗∗, which is defined by the sets GN
1 , . . . ,

GN
L(L−1) such that

E∗
l|m(ϕ∗∗) ≥ E∗

l|m(ϕ∗), m, l = 1, L(L− 1).

This condition is equivalent to the inequality

α∗
l|m(ϕ∗∗) ≤ α∗

l|m(ϕ∗). (8)

We examine the sets GN
l

∩
BN
l , l = 1, L(L− 1)− 1. This intersection can not be empty,

because in that case

α
(N)
l|l (ϕ∗∗) = Ql ◦ PN

l (GN
l ) ≥ Ql ◦ PN

l (BN
l ) ≥

≥ max
Q◦P :D(Q◦P∥Ql◦Pl)≤El|l

Ql ◦ P
(N)
l (T N

Q◦P (x)) ≥ exp{−N(El|l + o(1))}.

Let us show that GN
l

∩
BN
m = ∅, l = 1, L(L− 1)− 1. If there exists Q ◦ P such that

D(Q ◦ P∥Ql ◦ Pl) ≤ El|l and T N
Q◦P (x) ∈ GN

l , then

α
(N)
l|m (ϕ∗∗) = Qm ◦ PN

m (GN
l ) > Qm ◦ PN

m (⊔N
Q◦P (x)) ≥ exp{−N(Em|m + o(1))}.

When 0 ̸= GN
l

∩
T N
Q◦P (x) ̸= T N

Q◦P (x), we also obtain that

α
(N)
l|m (ϕ∗∗) = Qm ◦ PN

m (GN
l ) > Qm ◦ PN

m (GN
l

∩
T N
Q◦P (x)) ≥ exp{−N(Em|m + o(1))}.
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Thus it follows if
a) l < m from (6)we obtain that El|m(ϕ∗∗) ≤ Em|m < E∗

l|m(ϕ∗).

b) l > m then El|m(ϕ∗∗) ≤ Em|m < E∗
l|m(ϕ∗), which contradicts our assumption.

Hence we obtain that GN
l

∩
BN
l = BN

l , l = 1, L(L− 1)− 1. The following intersec-
tion GN

L(L−1)

∩
BN
L(L−1) = BN

L(L−1) is empty too, because otherwise

α∗
L(L−1)|l(ϕ

∗∗) ≥ α∗
L(L−1)|l(ϕ

∗),

which contradicts to (8), in this case GN
l = BN

l , l = 1, L(L− 1).
According the previous explaining the statement of part b) of theorem is evident,

since the violation of one of the conditions (7) reduces to the equality to zero of a least
one of the elements E∗

l|m defined in (4).

4 A Numerical examples
We consider text classification on application of multiple Hypotheses testing for Markov
chains. Assume that a model English text as a Markov process where the probability
of observing any text word is dependent on the previous word.

For this example we consider a document is comprised of an ordered sequence of
word events. For this aim suppose that the probability of each word in the document is
dependent of the previews word, but it is independent of its position in the document.
In other words if we have vocabulary X = {x1, . . . , xL} each category of the document
is described by the conditional probabilities matrix P = {P (x|u), u, x ∈ X}. Now our
aim is to assign each document to the appropriate category, based on the designed
rules. So we have L(L − 1) hypotheses and based on sequence of words the classifier
has to decide if a particular feature vector is likely to be drawn from a given category
or not and try to minimize misclassification (error probabilities).

In order to good perception of the hypotheses testing and text categorization the-
ories it would be pertinent to discuss an example with the binary set X = {0, 1}.

Suppose an outcome of language research that enables a representation of different
languages genres reflected in the following transition matrices as hypothesis to test for
text:
Example 4.1. Consider that

H1 : P1 =
[
0.295 0.705
0.1 0.9

]
, H2 : P2 =

[
0.49 0.51
0.92 0.08

]
, H3 : P3 =

[
0.9 0.1
0.45 0.55

]
.

In this kind of categorization problems the performance of algorithms is discussed
in complexities point of view. In term of this example we would like to introduce a
framework of problems where the quality of categorization of objects is considered via
error exponents analysis.

For a numerical experiments we generate a sequence of those reliability matrix in
the following way. At first we initialize a matrix with fixed components equal to 0.01.
By increasing of those values by step δ = 0.11, we got sequence of reliability matrices.
Based on that sequence we draw the surface of E1|2 and E1|3.

Note that in Figure 1 starting from the value of E1|2 ≈ 0.36 the value of reliability
E1|2 decreases faster. In Figure 2 the value of reliability E1|3 decreases faster starting
from the value of E1|1 ≈ 0.24.
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Figure 1: Diagram of E1|2

Figure 2: Diagram of E1|3

5 Conclusion Remarks
We study a model of hypotheses testing consisting of two simple homogeneous sta-
tionary Markov chains with a finite number of states such that having different distri-
butions from L ≥ 2 possible transition probabilities. The matrix of all possible pairs
of asymptotical interdependence of the error probability exponents for LAO testing is
determined. For this aim, we apply the method of type and LDT. The above results
were expressed and proved in the form of a theorem. We also showed the above results
by giving an example.
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